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How many of you have used AI tools?



Who Am I
• Assistant Professor @ CSE, IITM


• Work on Programming Language 
Design and Implementation

• Not an AI researcher! 

• A user of AI tools for productivity



This talk
• Foundations of the current AI models and 

tools


• Some specific tools and demos

• Grammarly


• Perplexity


• ChatGPT


• Copilot


• Gemma


• Thinking critically about AI tool use

• Ethics, Pitfalls, Reflections, Bias, Responsible 

use



Artificial Intelligence Timeline
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Transformers (2017)
• Marked the beginning of modern AI era 

(2017 onwards)

• Enabled powerful language models like 

ChatGPT, Gemini, etc.


• Replaced recurrence (RNNs/LSTMs) with 
self-attention 

• Enables parallel processing of sequences → 
faster training


• Still just predicting the next “token”


• Can sound confident but be wrong



Massive data and compute
• Not just better ideas, but massively increased 

compute power


• Since 2010, training compute has doubled every 6 
months

Feature AlexNet (2012) GPT-4 (2023)

Domain Image Processing NLP & Generation

Training Compute 
(FLOPS) 1018 1026

Model size 
(parameters) 60 million 100s of billions

Training time Days on 2 GPUs Weeks on 10k+ 
GPUs



Models vs Tools
• Models


• Core systems trained on data (e.g., GPT-4, Gemini, 
Claude)


• Learn patterns, generate text, classify images, etc.


• Think of them as the brain of the system


• Tools

• Applications that wrap around models to make them 

useful (e.g., ChatGPT, Copilot, Notion AI)


• Add interfaces, memory, plugins, and workflow support


• Think of them as the body and experience that lets 
you interact with the brain



AI tools for researchers
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Grammarly
• Grammarly is an AI-powered writing assistant


• Grammar and punctuation errors


• Spelling mistakes


• Clarity and conciseness


• Tone and style suggestions

• Some examples

• She go to the library.


• I received your email yestarday.


• This is not a good sentence isnt it?


• I tend to write long winded sentences that are not a great for reading because I want to test 
whether Grammarly is able to correct them and I want to be able to show the power of Grammarly. 



Grammarly browser extension



Grammarly — My opinion
• Pros

• Excellent tool to improve writing

• Makes local changes which you can verify

• Integrates well with apps


• Cons

• Need a paid account to access advanced features
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Perplexity — Kickstarting a Literature Review
• Step 1: Pose a Research Question

• What are neural-symbolic systems in AI, and what are the recent developments in this 

area?


• Step 2: Refine the Inquiry

• “List 5 recent papers (after 2022) on neural-symbolic integration with links.”


• Step 3: Ask for a Summary

• “Summarise this paper for me in 5 bullet points.”


• Step 4: Explore Related Concepts

• “How is this different from classical symbolic AI?”



Perplexity — My opinion
• Generates answers with citations

• Very important for doing research!


• Good for real-time web search

• Though I prefer to read the original sources that I trust 

• Focused, concise answers


• Free for IITM students!



ChatGPT
• OG of LLMs, moved goal posts several times (but others 

catching up)


• Great for creative work

• Strong at writing: poems, speeches, letters, emails, stories, etc.


• Coding, design, tutoring, etc. 


• Helps brainstorm ideas


• Wrote this talk with the help of ChatGPT!

• Use as an informed expert to bounce ideas off


• Iterate until you get what you want



ChatGPT — Demos
• Improve this slide
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ChatGPT — Demos
• Improve this slide

• Help draft an email to the editor of a journal to request an 
extension for a paper revision due to the unavailability of 
the GPU cluster

• Typeset LaTeX equations!

• So good!

• Multi-modal: consume and generate images, audio, 
videos, pdfs, etc.

• Generate images — fun but also creative


• Ethical concerns about consent, artistic ownership, cultural 
respect, and the impact on human creators, especially when 
used without permission or for profit.
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• Don’t offload thinking to a machine

https://www.paulgraham.com/writes.html
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ChatGPT — Pitfalls
• Writing is thinking!


• Don’t offload thinking to a machine

• Most professors can now catch AI smell

• Generally pessimistic about primarily AI-generated 

slop


• Don’t leave paper writing (or reviewing) to AI

• The models predict and do not reason!

• “Give me two prime numbers with at least three 

digits that sum up to another prime number.”

• Answers are only as good as the questions! 

• Very important to check the correctness of the 
answers (and the questions)!



Models matter
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CodeLLMs for vibe coding
• Language models trained specifically on code 

repositories (e.g., GitHub, StackOverflow).

• Built on top of general LLMs (like GPT), but fine-tuned 

to understand programming syntax, logic, and intent.

• What can they do?

• Code generation from natural language


• Code explanation


• Debugging and error fixing


• Test case generation

• Tools — Github Copilot, Cursor
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Vibe coding
• Demos
• List all the files recently modified in the Git repo

• Generate a C function to sort a list of elements read 
from a file.

• Generate test cases and a Makefile to run the test

• Code generation for F*!!

• https://x.com/kc_srk/status/1935656914890940650

• AI-generated code may have subtle errors which 
no human will make
• Don’t assume it is correct

• Closely review and test the code

https://x.com/kc_srk/status/1935656914890940650


Vibe coding AES 128



Gemma
• Generate presentations



NotebookLM
• Convert a collection of papers into a podcast!!
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Takeaways
• AI tools have increased tremendously in quality and quantity


• Likely to continue to do so in the near future


• Keep exploring tools for fun and profit

• Current status — like having 10 interns

• Use AI tools as “assistants”, not “sub-contractors”

• Learn how to prompt well — it’s the new literacy

• Better input = better output


• Practice and iterate

• Be aware of the hype and why that exists

• Stay aware of limitations

• Hallucinations and bias


• Validate outputs, especially in research

You will not be replaced by AI. Rather 
you will be replaced by a human who 

knows how to use AI tools well!



Further Reading

Paul Graham’s 
Essays on writing

A 1945 Essay by 
Vannevar Bush

Book on AI for 
Education by 
Salman Khan

https://www.paulgraham.com/writes.html
https://www.paulgraham.com/writes.html
https://en.wikipedia.org/wiki/As_We_May_Think
https://en.wikipedia.org/wiki/As_We_May_Think
https://www.amazon.in/Brave-New-Words-Revolutionize-Education-ebook/dp/B0CFPW1PN2
https://www.amazon.in/Brave-New-Words-Revolutionize-Education-ebook/dp/B0CFPW1PN2
https://www.amazon.in/Brave-New-Words-Revolutionize-Education-ebook/dp/B0CFPW1PN2
https://www.amazon.in/Brave-New-Words-Revolutionize-Education-ebook/dp/B0CFPW1PN2

